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4.5 Dimension of a Vector Space

4.5.1 Dimension

Definition 4.9. Let S be a subspace of R for some n, and B be a basis for 5. The dimension
of § is the number of vectors in B.
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Example 4.5.2. Find the dimensions of the null space and the column space of g
Ll R = 2

{3 611 ?}

A=|1 2 2 3 1].

2 45 84

{ /e to fi * basis vectOfs, jus 1/\2 imensions \

(You do not have to find the basi: .r/F,.] .t/ﬁl't limensions. | P\ \Jc)‘}' G/() ( neg — a 0/ S P‘L}C e
—ree \Ia/rféuk\‘eg = VLUvé,Q SFCLC @

T 3|

o oA(e1 1 Db =1

Chapter 4 Page 1



V)

RNk Dim Ml =L
o o J L din ol =3

Chapter 4 Notes, Linear Algebra Ge Lay Chalmeta
o L
L a+h
. . . . 2 N
Example 4{5.3. Find a lm:-aVIutl state the dimension of the subspace: 30 (_{ pl-7 @ beR :g

5.4,V is vector space. Mark each statement TRUE or FALSE.

I. The number of pivot columns of a matrix equals the dimension of its column space.

I P
a plane in B is a two-dimensional subspace of B
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If dim V' = n and § is a linearly independent set in V', then 5 is a basis for V.
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Ifaset {1q..... i, } spans a finite-dimensional vector space V' and if 7' is a set of more than
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6. The number of variables in LLh(: equation axr = 0 equals the dimension of Nul A,
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7. A vector space is infinite-dimensional if it is spanned by an infinite set.
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8 Ifdim V = n and if S spans V7, then 5 is a basis of V7,
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9. The or nsional subspace of B is R itself.
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4.5.2 Rank (dimension of Col A) and Nullity (Dimension of Nul A)

Definition 4.10. The rank of a matrix A is the dimension of the column space of 4. The
nullity of A is the dimension of the null space of A.

~
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Theorem 4.5 (The Rank Theorem). If A is an m x n matrix then 'ﬁ— O jF‘f'eQ— u S

Example 4.5.5. Answer the following about rank of matrices___

(a) Can a 6 = 9 matrix have a two-dimensional null space?
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(b) What is the mininmm rank of a 5 x 7 matrix? ¥ M
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[¢) What is the maximum rank of a 5 = 7 matrix? 7 w /(/’mf
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(d) What is the minimum rank of a 7 % 5 matrix?
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(&) What is the maximum rank of a 7 x 5 matrix?
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(f) If a 7 » 7 matrix is invertible, what is its rank?
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(&) If the subspace of all solution of Ax = 0 has a basis consisting of three vectors and if 4 is a
.4

5 XQT mar'rix, what is the rank of A7 M[4A+ U u,QA: ?
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(h) What is the rank of a 4 x 5 matrix whose null space is three-dimensional?
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(i) If the rank of a 7 = 6 matrix A is 4, what is the dimension of the solution space of Ar = 07
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Invertible Matrix Theorem (continued)

Theorem [The Invertible Matrix Theorem (continued )

Let A be an n x n matrix. Then the following statements are equivalent to the statements
found in the Invertible Matrix Theorem given in Chapter 2 (including the statement that A
is invertible):

m. The columns of A form a basis for R".

n. Col A=R".

0. dim Col A = n.

Chapter 4 Page 3



!

M=t

Chapter 4 Notes, Linear Algebra 6e Lay Chalmeta

Invertible Matrix Theorem (continued)

Theorem [The Invertible Matrix Theorem (continued)]

Let A be an n x n matrix. Then the following statements are equivalent to the statements
found in the Invertible Matrix Theorem given in Chapter 2 (including the statement that A
is invertible):

m. The columns of A form a basis for R".
n. Col A=R".
0. dim Col A = n.
p. rank A = n.
q. Nul A =0.
L r. dim Nul A = 0.

Example 4.5.6. A is an m x n matrix. Mark each statement TRUE or FALSE.
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The row space of A is the same as the column space of A7, o~
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If B is any echelon form of A, and if B has three nonzero rows, then the first three rows of A
form aﬁis for Row A. \ \ \ \‘2,&/ \ \ l
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. The dimensions of the row space and th column space of A areXhe same, even if A is not
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. If B is any echelon form of A, then the pivot columns of B form a basis for the column space

Bl Mow to wse A

. Row operations preserve the linear dependence relations among the rows of A.
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The dimension of the null space of A is the number of columns of A that are not pivot columns.
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7. The row space of A7 is the same as the conlumn space of A.

T

8, I A and B are row equivalent, then their row spaces are the same,
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